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Course & Contact Info

Instructors
Dr. Charley Wu (charley.wu@uni-tuebingen.de)
Dr. Charline Tessereau (charline.tessereau@internationalbrainlab.org)

Teaching Assistants

Hangi Zhou (hangi.zhou @uni-tuebingen.de)
Turan Orujlu (turan.orujlu@tuebingen.mpg.de)
Mani Hamidi (manihamidi@gmail.com)
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General information

Location: Ground floor seminar room, Al building, Maria-von-Linden-Str. 6, D-72076 Tubingen
Lecture time: 10:15 - 12:00 Thursdays

Tutorial time: 16:15 - 17:30 Fridays

Office Hours: Charley directly after lectures; Charline by appointment (email)

Course website: hitps://hmc-lab.com/GPHML.html
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Introductions

e \\hat is your name”?

e \/nat do you study”

e \\Vhat do you hope to learn from this course”

° |

Sonus| Name each of the people prior 1o you




Course organization

Lectures

 Read assigned paper

 Show up to class and participate in discussion
Tutorials

 Combination of hands-on exercises, (paper) discussions, programing
challenges, and pop-quizzes (see Grading on next slide)

o Student responsibilities:

» Keep up with material (complete assigned readings, re-visit lecture slides,
visit office hours, ask TAS)

 Show up and participate



Grading

e [30% of grade|

Sest 3 out of 4 pop-quizzes

® [hey are designed to make sure you are following the material and are relatively

easy marks

® [f you are unable to attend any tutorials, please email both instructors 24 hrs in
advance (or as early as possible)

® [f you have wel

alternative solu

e 70% of grade|

-documented apsences, we may consider make-up quizzes or

10NS

-Inal exam

® [entative dates: July 27th and October 12th
® Questions will be a combination of multiple choice and short answer guestions



Course overview

What are the quiding principles of human and machine learming?
How have these two fields informed one another?
VWhich mechanisms of learming are shared across fields?

Where have we seen convergence?



Syllabus

Date Lecturer Topic

Week 1: April 20,21 Wu/Tessereau |Introduction

Week 2: April 27, 28 Wu Origins of biological and artificial learning: Behaviorism and Connectionism
Week 3: May 4, 5 Wu Cognitive maps: Learning a representation of the environment

Week 4: May 11,12 Tessereau Introduction to RL: Model-free vs. model-based learning and biological realism
Week 5: No classes Christihimmelfahrt: No lecture, no tutorial

Week 6: May 25, 26 Tessereau Advances in RL: Modern implementations and recent breakthroughs
Week 7: No classes Pfinstpause: No lecture, no tutorial

Week 8: No classes Fronleichnam: No lecture, no tutorial

Week 9: June 15,16 Wu Concepts and Categories: Representations Learning in Humans

Week 10: June 22,23 |Wu Supervised and Unsupervised learning: Representation Learning in Al
Week 11: June 29,30 |(Wu Generalization: Predicting in Novel Situations

Week 12: July 6,7 Tessereau Common tools for understanding brains and neural networks

Week 13: July 13,14 Wu Language and semantics

Week 14: July 20,21 Wu/Tessereau |General Principles (overview)




Origins of Biological and Artificial Learning

Behavioralism
e Understanding intelligence through benavior et st ‘
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Connectionism
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Symbolic Al and Cognitive Maps

Symbolic Al SYMBOLIC Al
e \/\\nat happened during the Al winter”

Knowledge Inference
base engine
. . Question Answer
ules and logical operations

® |nteligence as manipulating symiools through —

® | caming as search

Cognitive Maps

e From Stimulus-Response leaming to Stimulus- ; ’“‘1
Stimulus learming B mt
e (Constructing a mental representation of the [ f |
. t e W :
environment [ W’FJ
o e
® Neurological evidence for cognitive maps in the 1 ) E}jm
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Introduction to RL
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Sutton & Barto (1998)
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Advances in RL
Dyna

Policy/value functions

direct RL
update

planning update
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model

simulated
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Sutton (1991)

Deep RL
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Concepts and Categories

Classification task

Previous Experiences

Sandwich!
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Supervised and Unsupervised Learning
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Generalization

Shepard’s (1987) Law of Generalization

1.00 -

Generalization

0.25 A

0.00 1

0.75+

0.50 -

Generalization gradient

Psychological Distance

Psychologica

Consequential
Region

Bias-Variance trade-off and
how deep learning breaks it

Model Prediction Error

e & 6

- Prediction Error

for New Data

Training Error

>

Model Complexity
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Common tools for understanding brains and neural networks

Overview of empirical methods used Task and stimulus

for understanding both brains and & [T ”
oo S Peo, Loy

neural Networks & KN

® \anifold Analysis

® Representational Similarity
Analysis

Representation
similarity

VVhen things go wrong. ..

Behavior S
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® | Nk to computational psychiatry
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Language and Semantics

Vector Space Semantics

Large Language Models

ChatGPT
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General Principles




What is learning?



Marr’s Levels of Analysis (1982)

Algorithmic

Implementation
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Marr’s Levels of Analysis (1982)

What is the goal of the system?
How does it behave?

Algorithmic

Implementation
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Marr’s Levels of Analysis (1982)

What is the goal of the system?
How does it behave?

Algorithmic

Which representations
and computations?

Implementation
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Marr’s Levels of Analysis (1982)

What is the goal of the system?
How does it behave?

Algorithmic

Which representations
and computations?

Implementation

How is the system realized?
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N3

Flight
Flapping

Feathers

Marr’s Levels of Analysis (1982)

What is the goal of the system?
How does it behave?

Algorithmic

Which representations
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Implementation

How is the system realized?
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N3

Flight
Flapping

Feathers

Marr’s Levels of Analysis (1982)

What is the goal of the system?
How does it behave?

reward

action
A

5., | Environment

Algorithmic

Which representations
and computations?

Implementation

How is the system realized?

20



Marr’s Levels of Analysis (1982)

Flight Computational ot

What is the goal of the system?
How does it behave?

reward action

A,

Environment

Initialize (Q{s.a) arbitrarily
Repeat (for each episode):

Initialize s
AI .t h . Repeat (for each step of episode):
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Take action a, observe r, &'
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Which representations MgV

Flapping

] until s is terminal
and computations?

Feathers Implementation

How is the system realized?




Flight

Flapping

Feathers

Computational

What is the goal of the system?
How does it behave?

Algorithmic

Which representations
and computations?

Implementation

How is the system realized?

state
S

Marr’s Levels of Analysis (1982

reward action

A,

Environment

Initialize (Q{s.a) arbitrarily
Repeat (for each episode):
Initialize s
Repeat (for each step of episode):
Choose a from s using policy derived from @Q (e.g.. s-greedy)
Take action a, observe r, s’
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Categorize each definition of
“learning” using Marr’s levels



How can machines inform
our understanding of
human learning?

How does human

learning inform the

development of machine
learning?




See you next week

 Don’t forget to finish your assigned reading before the tutorial tomorrow

e Spicer & Sanborn (2019)

* Next week, we look at the the origins of research on biological and artificial
learning
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http://wrap.warwick.ac.uk/114642/1/WRAP-what-mind-learn-comparison-human-machine-learning-representations-Sanborn-2019.pdf

