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Quiz results

Average grade: 73%

We took out the VTE question this time, but beware tricky questions for the next 
quizzes!
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Clarifications
Quiz content: 

Quiz questions don’t overlap! However, material from the week of the pop-quiz 
isn’t eligible for that week’s pop quiz, so it may show up in the next!

What is VTE, and do I need to know the abbreviation?

and yes! Mind the highlights when reviewing (blue boxes are important)
We have adjusted the quiz total (20->18) to account for this maybe not having 
been clear this time.
Also, please don’t cheat! We found 5 people who had exactly the same wrong 
answers on several questions as one another. We’ve made a note of who they 
are and if it happens again, we will take disciplinary action with the 
university and assign a grade of 0 to both this quiz and the next one where 
it occurs. These quizzes are far too low stakes to risk cheating.
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Clarifications

Why “physical symbol system”, 
and not just “symbolic system”?
Very good question. After consulting with 
a philosophy professor (Hongyu Wong), 
I have an answer. Newell and Simon 
wanted to demonstrate that a physical 
computer or robot could demonstrate 
intelligence. So the “symbol system” 
they are describing physically exists in 
the world. This is in contrast to other 
philosophical ideas at the time about a 
“mental” symbol system, that might exist 
in a purely abstract Cartesian sense



Clarifications





Why is social learning even interesting?

10



But when action spaces are vast, or risky…

11



…social learning lets us avoid costly trial and error!

12



Social learning is ubiquitous in the animal kingdom



Social learning is ubiquitous in the animal kingdom



But humans do it best! 



Herrmann et al. (2007), Science

But humans do it best! 













Part I: Imitation
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● Children observed an adult model either 
attack the Bobo doll, or watched them 
play with other toys

● After 10 minutes of observation, the 
children were put in the same room, 
and their behaviour was observed 
through a one-way mirror
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● Children observed an adult model either 
attack the Bobo doll, or watched them 
play with other toys

● After 10 minutes of observation, the 
children were put in the same room, 
and their behaviour was observed 
through a one-way mirror

● Children with an aggressive model 
displayed significantly more 
aggressive behaviour

→ Learning without reinforcement, just via 
observation!
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Bandura’s Social Learning Theory

● Later experiments showed vicarious reinforcement learning
○ Aggressive model is rewarded/receives no feedback → increased aggression
○ Aggressive model is punished → significantly less aggression

● Results were formalized into Social Learning Theory: 
○ Learning isn’t purely behavioural (a departure from Skinner)
○ Instead, learning can happen via observation of actions, or of actions and their consequences
○ Observational learning can occur without an observable change in behaviour
○ Reinforcement learning isn’t all there is to learning
○ The learner is more than a passive recipient of information

● Bandura also identified traits in models that we would preferentially imitate
○ Similarity 
○ Status 
○ Competence 
○ Likeability 



Social learning strategies

● Restrict settings in which 
animals tend to learn socially

● Categorized into types of 
strategies

○ who strategies (match 
Bandura’s criteria pretty well: 
copy the expert, copy the 
successful, also copy the 
majority, …)

○ what strategies (copy 
emotionally evocative content, 
copy information relevant to 
survival, …)

○ when strategies (copy when 
uncertain, copy when individual 
learning is costly, …)



Social learning strategies

● Restrict settings in which 
animals tend to learn socially

● Categorized into types of 
strategies

○ who strategies (match 
Bandura’s criteria pretty well: 
copy the expert, copy the 
successful, also copy the 
majority, …)

○ what strategies (copy 
emotionally evocative content, 
copy information relevant to 
survival, …)

○ when strategies (copy when 
uncertain, copy when individual 
learning is costly, …) Rendell et al. (2011) Trends in cognitive sciences



Quick-note: model-based vs. model-based

● Model-based RL has a model of the environment, which it can learn and 
use to plan

● Biologists/Psychologists don’t care about that – you learn from a model, so 
rules that specify whom you want to copy (who-strategies) are model-based 
(dependent on the traits of the model you’re learning from

● This also illustrates the absolute joys of working interdisciplinarily



Who-strategies
At which restaurant would you rather eat?
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Who-strategies
Who would you rather ask for medical advice?

Copy the expert



What strategies
What information would you rather copy?



What strategies
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What strategies
What information would you rather copy?

Copy information relevant for survival



When strategies
When would you rather imitate someone?
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When strategies
When would you rather imitate someone?



When strategies
When would you rather imitate someone?

Copy when uncertain



So, when do humans imitate?

Opaque

Horner & Whiten, 2005; McGuigan et al., 2007



So, when do humans imitate?

Opaque

Horner & Whiten, 2005; McGuigan et al., 2007



So, when do humans imitate?

Transparent

Horner & Whiten, 2005; McGuigan et al., 2007

All the time! (Even when it isn’t 
strictly necessary)



So, when do humans imitate?

Transparent

Horner & Whiten, 2005; McGuigan et al., 2007

All the time! (Even when it isn’t 
strictly necessary)

This is known as high-fidelity 
imitation, and appears to be unique 
to humans.



So, when do humans imitate?

Transparent

Horner & Whiten, 2005; McGuigan et al., 2007

All the time! (Even when it isn’t 
strictly necessary)

This is known as high-fidelity 
imitation, and appears to be unique 
to humans.
High-fidelity imitation could have its 
basis in the human tendency to 
teach (Csibra & Gergely, 2009) – if 
someone shows me something they 
have most likely selected the useful 
steps for me
This, in turn, may have allowed for 
our complex cumulative culture.



Roger’s paradox – a limit on social learning?

Rogers (1988) American anthropologist

Social learning requires 
competent people to learn 
from – if everyone is 
copying, we get stuck.

This means that social 
learning has 
frequency-dependent 
fitness – how adaptive it is 
depends on how many 
others are also using it



Modelling imitation

● To avoid Roger’s paradox, lots of recent modelling work has focused on 
trading off social influences and individual learning

● Models in this space differ in how exactly social information is incorporated 
into individual learning circuits – more on that later!



Summary – imitation

Bandura’s Social Learning Theory was a part of the cognitive revolution, overturning 
behaviourism as the leading principle of psychology; the learner is not just passive, and 
humans learn from others even without reinforcement (although we can also learn 
vicariously)
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Summary – imitation

Bandura’s Social Learning Theory was a part of the cognitive revolution, overturning 
behaviourism as the leading principle of psychology; the learner is not just passive, and 
humans learn from others even without reinforcement (although we can also learn 
vicariously)

Social learning strategies formalize settings in which social learning often occurs in the 
animal kingdom.

Humans overimitate, which may have played a role in our cultural evolution

Social learning has frequency-dependent fitness: the more people adopt social learning 
as their strategy, the less effective it becomes. This is known as Roger’s paradox. To 
avoid this issue, recent computational models generally assume a mix of individual and 
social learning. They differ in the stage at which social information is integrated



Part II - Theory of Mind



Speaking of what non-human primates can do….
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The theory of mind-ers bread and butter: False belief tasks

Passed by 4-year olds, although some 
argue that that’s down to verbal 
processing, not social cognition



How might theory of mind work?

Theory theory:

● Humans have a theory of how 
humans think and act, and consult 
it to infer mental states and predict 
behaviour

● disagreement on whether this 
theory is innate or learnt

● Also known als folk-/commonsense 
psychology



How might theory of mind work?

Theory theory:

● Humans have a theory of how 
humans think and act, and consult 
it to infer mental states and predict 
behaviour

● disagreement on whether this 
theory is innate or learnt

● Also known als folk-/commonsense 
psychology

Simulation theory:

● Theory of mind is based on 
simulating yourself in the situation

● Arguably still based on a model



How might theory of mind work?

Theory theory:

● Humans have a theory of how 
humans think and act, and consult 
it to infer mental states and predict 
behaviour

● disagreement on whether this 
theory is innate or learnt

● Also known als folk-/commonsense 
psychology

Simulation theory:

● Theory of mind is based on 
simulating yourself in the situation

● Arguably still based on a model

This debate seems to have died out (without a clear conclusion) in the 
2000s.



How do we model theory of mind then?

Recent modelling work generally relies on theory theory, with the general 
assumption being that other agents will act to maximize their utility

This can be modelled as a Bayesian process, wherein an action’s cost (C) and 
reward (R) functions can be inferred based on the actions taken by an agent

Jara-Ettinger et al. (2016), Trends in Cognitive Sciences



Example experimental settings

Jara-Ettinger et al. (2016), Trends in Cognitive Sciences



Example experimental settings

Baker et al. (2017) Nature Human Behaviour



Example experimental settings – more preference inference

Baker et al. (2017) Nature Human Behaviour

Jern., Lucas, & Kemp (2017) Cognition



Summary – theory of mind

The ability to infer other’s mental state is called theory of mind

Historically, there were multiple ideas on how humans might do this, the big ones 
being theory theory (we have an internal theory of how humans work) and 
simulation theory (we put ourselves in the other person’s shoes to understand 
what they might think)

Recent computational work generally relies on Bayesian implementations of 
theory theory for inference



Part III: Social learning and AI



Why would we want socially learning AI?

Social learning reduces the amount of 
individual trial and error necessary to 
perform a task



Why would we want socially learning AI?

Future AI agents should be able to 
interact with us, and social inference is 
essential to smooth, natural-feeling 
interactions

Social learning reduces the amount of 
individual trial and error necessary to 
perform a task



Since social learning is this good, let’s just put it in AI 
systems then!!



So, about those inference models…

Notice any patterns?



Well, our inference problems are kind of limited so far 
though….

Bayesian inference 
becomes 
computationally 
intractable with too many 
options (although 
approximations exist)
To get a Bayesian 
posterior, we need to 
integrate over the entire 
option space – easy 
enough in an experiment, 
very hard in real life (both 
because of the number of 
options and the difficulty in 
identifying all of them)



Also, even if we could infer already, robotics (and imitation 
robotics) isn’t quite there yet



So what can AI do? – Multi-agent RL settings

Kopparapu et al. (2022) arXiv



So what can AI do? – Multi-agent RL settings

Meta Fundamental AI Research Diplomacy Team (2022), Science

Kopparapu et al. (2022) arXiv

Deep learning models can be trained to 
have (Diplomacy), or have emerging 
(Among Us) social coordination 
behaviours



But coordination success critically depends on who you 
train to play with

Carroll et al. (2019) Advances in neural information processing systems

However, agents 
trained to play 
Overcooked performed 
significantly worse 
when paired with a 
human proxy model 
than with themselves, 
showing a lack of 
adaptability



So what can AI do? – LLMs 



So what can AI do? – LLMs  
“we conclude that the data remains inconclusive”



So what can AI do? – LLMs 
“we conclude that the data remains inconclusive”

MAYBE (but it might also just be 
familiar with the verbal tasks)



But also…



Summary – social learning and AI

Social learning would be highly beneficial for AI, both to reduce costly trial and error, and 
to enable smoother interactions with humans

Computational models of social cognition are generally limited to experimental 
settings, and are hard to scale to real-world proportions

Deep learning models can solve multi-agent coordination tasks, but don’t generalize well, 
and struggle to adjust to new partners (implying that they don’t learn social inference)

ChatGPT can solve verbal mentalizing tasks, but it is unclear if this actually reflects social 
cognition 

→ While social learning would be greatly beneficial for AI, we’re still pretty far from 
making it a reality 



Thanks for your attention! :)
Next week: Compression and resource constraints

Dr. David Nagy




